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Abstract
This paper studies briefly the design and performance of turbo codes. It focuses on studying the effects of 
three parameters beside the termination process on the performance of turbo codes. These parameters include,  
number of iterations, frame size and code rate. Simulation results show that the performance proportional to 
these three parameters, in addition, the termination process improves the performance.
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1 Introduction

In 1948, Shannon issued a challenge to communications  
engineers by proving that the communication systems 
could be made arbitrarily reliable as long as a fixed 
percentage of the transmitted signal was redundant. 
He did not indicate how this could be achieved.  
Subsequent research has led to a number of techniques 
that introduce redundancy to allow for correction of 
errors without retransmission.
 Channel coding protects digital data from errors by 
selectively introducing redundancies in the transmitted  
data. Coding involves adding extra bits to the data 
stream so that the decoder can reduce or correct errors  
at the output of the receiver. However, these extra 
bits have the disadvantage of increasing the data rate 
(bits/s) and, consequently, increasing the bandwidth 
of the encoded signal. 
 Research in coding theory has seen many  
proposals aimed at the construction of powerful codes 
using block and convolutional coding techniques [1].  

Shannon theory has proved that larger block length 
and “random” codes possess good bit error rate 
(BER). However, the decoding complexity increases  
exponentially with the block length. On the other hand, 
the structure imposed on the codes in order to decrease 
their decoding complexity often results in relatively 
poor performance. As a result, approaching the channel 
capacity or even, more modestly, going significantly 
beyond the channel cutoff rate (practical limit on the 
highest rate at which a sequence decoder can operate) 
had been an unreachable dream of coding theorists for 
many years. In 1993 a new error correcting technique,  
known as turbo coding [2], was introduced  and 
claimed to achieve near Shannon-limit error correction 
performance; a required Eb/No of 0.7 dB was reported 
for bit error rates (BER) of 10-5 using a code rate of 
1/2 in an Additive White Gaussian Noise (AWGN) 
channel. Many researchers have contributed to this 
latest technique of channel coding [3]–[12].
 In this paper, we present review on the design and 
the performance of turbo codes including the effects of 
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several parameters such as number of iterations, frame 
size, and code rate. 

2 Turbo Code Encoder

A general Turbo encoder is shown in Figure 1. The 
Turbo code encoder employs two identical systematic 
recursive convolutional (RSC) encoders connected in 
parallel with an interleaver (the “Turbo interleaver”) 
preceding the second recursive convolutional encoder. 
The two recursive convolutional encoders are called 
the constituent encoders of the Turbo encoder. The 
information bits are encoded by both RSC encoders.  
The first encoder operates on the input bits {uk} in 
their original order, and generate coded bits {ck} while 
the second encoder operates on the input bits { k} 
as permuted by the Turbo interleaver, and generates 
coded bits { k}. If the input symbol is of length 1 and 
output symbol size is R, then the encoder is of code rate  
rc =1/R. Depending on the code rate desired, the parity 
bits from the two constituent encoders are punctured 
before transmission. The role of turbo code puncturing 
is to periodically delete selected bits to reduce coding 
overhead. The tail bits will be added at the end of the 
transmitted frame. 

3 Turbo Code Decoder

Figure 2 shows a block diagram of a Turbo decoder. 
It is constructed from two simple constituent decoders 
based on the Maximum a Posteriori (MAP) algorithm 
[13]. The turbo decoding procedure is described as 
follows:
 A log ratio of the posteriori probability of uk 

conditioned on the received signal y is defined as

 (1)

 The decoding decision of  is made based on  
the sign of L(uk), i.e.,

 (2)

 L(uk) is computed by three terms which are 
L_apriori, L_channel, and Le(uk). L_apriori is a priori 
information based on the input bit uk at time k. It is 
provided by the previous decoder. L_channel is the 
received systematic bit at time k.

  (3)

where L_aprior and L_channel denote Le(uk) and 
 respectively.  is the summation over all 

the possible transition branch pair (sk-1, sk) at time k 
given input uk = 1 and  is the summation over all 
the possible transition branch pair (sk-1, sk) at time k 
given input uk = 0. Lc is the channel reliable factor, its 
computation is given as the following,

 (4)

where A=1 for AWGN channel, SNR_b is the uncoded 
bit-energy-to-noise-ratio ( ), p denotes 1/rc, rc is code 
rate of the Turbo encoder.

Figure 1: General Turbo code encoder.
Figure 2: Block diagram of Turbo decoder. 
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 Le(uk) is an extrinsic information based on all parity  
and systematic information except the systematic value 
at time k. It can be passed on to a subsequent decoder. 
It is computed using the following equations: 

 (5)

where

 (6)

  are the forward metric and backward  
metric respectively, which can be computed recursively  
with initial conditions described below:

 (7)

 (8)

 (9)

 For example, at any given iteration, decoder 1 
L1(uk) is computed as 

 (10)

where L1(uk) is given in equation 3. Le
21(uk) is extrinsic 

information for decoder 1 derived from decoder 2, and 
Le

12(uk) is the third term in equation 3 which is used as 
the extrinsic information for decoder 2 derived from 

decoder 1. The decoders are sharing the information 
with each other. The value of L1(uk) decides the degree 
of the reliability of . 

4 Simulation Results

The performance of turbo codes is conducted using 
computer simulation. The model of communication 
system used in simulation is shown in Figure 3. This 
model consists of information source, turbo code 
encoder, Phase-Shift-Keying (PSK), AWGN, PSK 
demodulator, and turbo code decoder. Simulation  
results for turbo codes are based on bit error rate (BER) 
over signal-to-noise-ratio (Eb/No). Three parameters 
are considered in studying the performance, number 
of iterations, frame size, and code rate, in addition to 
termination process.

4.1  Effects of the number of iterations

Figure 4 shows that when the number of iterations 
increases, the performance of the Turbo decoder  
improves dramatically. In other words, BER decreases 
dramatically. This is due to the decoder 1 and decoder 2  
share the information and makes more accurate decisions.  
However, after the number of iterations reaches a certain  
value, the improvement is not significant. It can be 
explained that decoder 1 and 2 already have enough 
information, further iterations do not give them more 
information. 

4.2  Effect of the frame size (interleaver size)

The larger the frame size, the larger the interleaver 
size. Therefore, it will produce larger distance by using  
an interleaver. When the frame size increases, the 
performance of the Turbo decoder improves. In other 
words, BER decreases. The simulation results verified 
this conclusion as shown in the Figure 5.  

   

 

Information source Turbo code encoder PSK modulator

AWGN

Turbo code decoder PSK demodulator

Figure 3: Communication system.
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4.3  Effect of number of iterations with the frame 
size 

Figure 6 shows that the performance of Turbo code 
does not affected by increasing the frame size when 
number of iterations is low. On the other hand, when 
number of iterations increases, the performance of the 
Turbo code improves dramatically.

4.4  Effect of the puncturing (code rate)

When the code rate is decreased, more bits have to 
be punctured. The bandwidth requirement is also  
decreased. This means that the performance of turbo 
code will also degrade in general. Figure 7 shows  
the effects of the puncturing on BER. The higher  
the code rate, the lower the BER. In the simulation, 

Figure 4: Effect of number of iterations. Figure 6: Effect of number of iterations with frame size. 

Figure 5: Effect of frame size. Figure 7: Effect of puncturing. 
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decode iteration = 8, frame size = 378. The two curves 
are corresponding to code rate = 1/2 and 1/3.

4.5  Effect of termination process

Figure 8 shows the effect of termination process i.e.  
extra zeros added to the original data, so that Turbo 
code with termination has better performance than 
without.

5 Conclusions

A Turbo code system model was introduced including 
Turbo encoder and Turbo decoder. The performance 
of Turbo code system was studied under AWGN  
channel. The simulation results show that Turbo code 
is a powerful error correcting coding technique under 
SNR environments. It has achieved near Shannon 
capacity. However, there are many factors need to be 
considered in the Turbo code design. Firstly, a trade-off 
between the BER and the number of iterations need to 
be made, e.g., more iterations will get lower BER, but 
the decoding delay is longer. Secondly, the effect of the 
frame size on the BER. Although the Turbo code with 
larger frame size has better performance, the output 
delay is also longer. Thirdly, the code rate is another 
factor that needs to be considered. The higher coding 
rate needs more bandwidth. 

Figure 8: Effect of termination process. 

References

[1] J. Proakis, Digital Communications, 4th ed. USA, 
New York: McGraw-Hill, 2000. 

[2] C. Berrou, A. Glavieux, and P. Thitimajshima, 
“Near Shannon limit error-correcting coding and 
decoding: Turbo-codes,” in Proc. IEEE Int. Conf. 
Commun., Geneva, Switzerland, 1993.

[3] J. Boutros, G. Caire, E. Viterbo, H. Sawaya, and 
S. Vialle, “Turbo code at 0.03 dB from capacity 
limit,” in Proc. IEEE Int. Symp. Inf. Theory, 
Lausanne, Switzerland, 2002. 

[4] C. Berrou, A. Graell-i-Amat, Y. Ould-Cheikh-
Mouhamedou, C. Douillard, and Y. Saouter, 
“Adding a rate-1 third dimension to turbo codes,” 
in Proc. IEEE Inf. Theory Workshop, Lake 
Tahoe, 2007. 

[5] C. Berrou, A. Graell-i-Amat, Y. Ould-Cheikh-
Mouhamedou, and Y. Saouter, “Improving the 
distance properties of turbo codes using a third 
component code: 3D turbo codes,” IEEE Trans. 
Commun., vol. 57, no. 9, pp. 2505–2509, 2009. 

[6] D. Kbaier Ben Ismail, C. Douillard, and  
S. Kerouédan, “Reducing the convergence  
loss of 3-dimensional turbo codes,” in Proc. 6th 
Int. Symp. Turbo Codes Iterative Inf. Process., 
Brest, 2010. 

[7] D. Kbaier Ben Ismail, C. Douillard, and  
S. Kerouédan, “Improving irregular turbo codes,” 
Electron. Lett., vol. 47,  no. 21, pp. 1184–1186, 2011.  

[8] D. Kbaier Ben Ismail, C. Douillard, and  
S. Kerouédan, “Design of suitable permutations  
for irregular turbo codes,” Electron. Lett.,  
vol. 47, no. 13, pp. 748–749, 2011. 

[9] D. Kbaier Ben Ismail, C. Douillard, and  
S. Kerouédan, “Analysis of 3-dimensional 
turbo codes,” Ann. Telecommun., vol. 67, no. 5,  
pp. 257–268, 2012. 

[10] D. Kbaier Ben Ismail, C. Douillard, and S.  
Kerouédan, “A survey of three-dimensional turbo 
codes and recent performance enhancements,” 
Eurasip J. Wireless Commun. Netw., vol. 2013, 
2013.

[11] H. Tamer and F. Yang, “Distributed turbo coding  
schemes for receive diversity: A modified 
matched S-random interleaver for half-duplex  
wireless relay channels,” J. Commun., vol. 10,  
no. 4, pp. 252–259, 2015.

100

10-1

10-2

10-3

10-4

10-5

10-6

10-7

10-8

-.5 0
Eb/No(dB)

.5 1 1.5 2

B
ER

With termination
Without termination



168

M. AL-Rawi and M. AL-Rawi / KMUTNB Int J Appl Sci Technol, Vol. 8, No. 3, pp. 163–168, (2015)

[12] K. Ujwal and V. Bhaskar, “Fast turbo codes with 
space-time block codes in fast fading channels,” 
Int. J. Commun. Syst., vol. 28, no. 5, pp. 944–951, 
2015. 

[13] L. R. Bahl, J. Cocke, F. Jelinek, and J. Raviv., 
“Optimal decoding of linear codes for minimizing  
error rate,” IEEE Trans. Inf. Theory, vol. 20, pp. 
284–287, 1974.


