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Abstract
The change of the electrical activity of the heart over time has been recorded by the Electrocardiogram which
is called ECG. Electrocardiograms are used to diagnose the condition of patients’ hearts by measuring the
heartbeat. However, an ECG generates a lot of information and requires a large amount of memory and storage
to process and record this data. In this paper, a discrete least square estimation is used to estimate the
coefficient of polynomial models for estimating the ECG signals. We propose the use of discrete least square
estimation in order to fit all of the ECG data, in various orders, with polynomial models using separate parts of
the ECG data. A simulation study has been conducted in order to compare the proposed polynomial models
with a model restricted by using a Percentage Root mean square Difference (PRD). The results show that the
proposed model gives low PRD. 
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1 Introduction

The Electrocardiogram which is called ECG is used
to record the change of the electrical activity of the
heart over time. The ECG is a very useful process in
medical examination to diagnose the condition of 
heart muscle in patients during heart beating by
looking at both shapes and characteristics. 
 However, the ECG contains lots of information
and therefore it requires large amount of memories
storage and time. Several researchers are trying to
find ways to make estimating an ECG signal less
time consuming see [1], [2] for example. Yim man et al.
[3] proposed the polynomial model to estimate the ECG
signals instead of using the old method, look-up table.

They found that the proposed model can produce
accurate ECG signals and consume less memory while
filling less hardware storage.
 Later Desyoo et al. [4] proposed to use the discrete
least square approximation with kernel function to
estimate the ECG signals by fitting the model in to
three separated parts. The polynomial model with eight
degrees has been used to fit ECG data with minimum
PRD. Recently, Charurotkeerati and Chavanasporn [5]
also used the discrete least square approximation for
fitting the ECG signals by separating the data into
three parts. However, they found that the polynomial
model with nine degrees was fitted to the ECG data
[4]–[9]. 
 In this paper, we extend the work proposed by
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Charurotkeerati and Chavanasporn [5] comparing their
work on three separated parts of data with a model
that is restricted to using a Percentage Root mean
square Difference (PRD).

2 Materials and Methods

Let y be the vector of ECG data of length N 
where 

Equation (1) shows the polynomial function 

 (1)

Under the normal error assumption, the function  
is to be chosen to minimize the square error

 (2)

The square error in Equation (2) is minimized with
the coefficient a1, a2, …., am satisfying

 
;   i = 1,2,..., m. (3)

where m is a degree of polynomial and m = 9, 19 and
21 respectively. 

 The coefficients come from solving the system of
equations in the Equation (3) which leads to Equation (4). 

 (4)

where

 

 Charurotkeerati and Chavanasporn [5] used
simulated ECG data. The data is shown in Figure 1.
They fit the polynomial models for one loop of the
data using the discrete least square estimation which
has 93 data items for each loop as shown in Figure 2.
After that they divided the data in to three parts
according to the pattern of the ECG signals as shown 
in Figure 3. They used the polynomial of degree 9 for

Figure 1: ECG signal simulated from the ECG simulator.

Figure 2: One loop of the ECG data.

every part of the data and it gave smaller PRD equal
to 2.226%. Figure 4 shows the comparison the original
data and its approximation.
 The polynomial model of degree 9 for data in
part 1 is given as follows:

 The polynomial model of degree 9 for data in
part 2 is given as follows:
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Figure 3: The three parts of one loop of the ECG data.

 And the polynomial model of degree 9 for data in
part 3 is given as follows:

 We propose to adjust the polynomial models
proposed by Charurotkeerati and Chavanasporn 
[5] by fitting the different order for three separated
parts of data and comparing it with Charurotkeerati 
and Chavanasporn [5] using a Percentage Root
mean square Difference (PRD). The PRD is given
as follows:

Figure 4: Comparing the original and approximation 
of ECG data by using polynomial.

3 Results and Discussions

We use same simulated ECG data by Charurotkeerati 
and Chavanasporn [5] as shown in Figure 1. From
Figure 3, we can see that there are three separate
patterns of ECG data. We propose to fit the different
degree of the polynomial for each part of the data.
The discrete least square estimation is used to estimate
the coefficients of the ECG model for each part. The
minimum PRD for three parts of the simulated ECG
data are shown in Table 1 where the 1st part is fitted by
the polynomial of degree 21, the 2nd part is fitted by
the polynomial of degree 9 and the 3rd part is fitted by
the polynomial of degree 19 respectively. The models
are given as follows.
 The polynomial model of degree 21 for data in
part 1 is given as follows:
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Figure 5: PRD for the polynomial with the same
order and the proposed one with a different order.

 The polynomial model of degree 9 for data in part 2
is given as follows:

 And the polynomial model of degree 19 for data
in part 3 is given as follows:

Table 1: The minimum PRD for each part for simulated
ECG data

Part PRD
1 1.2317

2      4.9542e-9

3 0.5046

Over all 0.9730

 

 The overall PRD for the proposed polynomial
model for ECG data is 0.973 where it is smaller
than the model proposed by Charurotkeerati and
Chavanasporn [5]. The comparison of the PRD for
the proposed model and the Charurotkeerati and
Chavanasporn [5] model is shown in Figure 5.
 In Figure 5, we can see that the proposed
polynomial model with the different order of
polynomial for each part of the data performs better
than the Charurotkeerati and Chavanasporn [7] model
with the same order of polynomial. 

4 Conclusions

In this paper, we propose to adjust the polynomial
models proposed by Charurotkeerati and Chavanasporn
[5] by fitting the different degrees of polynomial
for three separated parts of data and comparing it
with Charurotkeerati and Chavanasporn [5] using a
percentage root mean square difference. We can see
that the proposed polynomial model with the different
order of polynomial for each part of the data performs
better than the Charurotkeerati and Chavanasporn [5]
model with the same order of polynomial.  Therefore,
it is a very useful technique that can be used to make
high resolution ECG simulation less time consuming.
The work carried out in this research has revealed
many promising areas of further research in design
polynomial models.
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