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บทคัดย่อ

บทความนี�มีวัตถุุประสังค์เพ่�อีกำหนดร้ปแบบการจัำแนกประเภัทข�อีความที�เหมาะสัมที�สุัดสัำหรับการจััดประเภัท

ข�อีความหลายชั�นในโดเมนเอีกสัารทางราชการภัาษ์าไทย ในการทดลอีงได�ทำการศกึษ์า โดยการสัร�างตวัแยกประเภัทข�อีความ

โดยใช� WangchanBERTa ซึ่ึ�งเป็นโมเดลภัาษ์าไทยแบบฝึึกล่วงหน�าร่วมกับตัวแบบดั�งเดิมที�เป็นที�นิยมและเปรียบเทียบ

ประสัิทธ์ิภัาพ โมเดลจัำแนกประเภัททั�งหมดได�รับการปรับแต่งให�เหมาะสัม และทำการฝึึกฝึนชุดข�อีม้ลอีงค์กร ซึ่ึ�งได�ประเมิน

จัากเมตริกการประเมิน 4 แบบ ได�แก่ค่า Accuracy, Precision, Recall และ F1-score. ผู้ลการทดลอีงแสัดงให�เห็นว่า 

แบบจัำลอีง WangchanBERTa มีความแม่นยำสั้งถุึง 76% ซึ่ึ�งประสัิทธ์ิภัาพดีกว่าแบบจัำลอีงพ่�นฐานอี่�น ๆ และสัามารถุนำ

มาประยุกต์ใช�สัำหรับหน่วยงานราชการไทย ในการจัำแนกประเภัทขอีงหนังสั่อีราชการไทยได�

คำสำคัญ: BERT WangchanBERTa การจัำแนกข�อีความ การเรียนร้�เชิงลึก เอีกสัารราชการไทย
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Abstract

This article aims to determine the most suitable text classification model for creating a multi-class 

Text classification in the Thai official letter domain. An experimental study was conducted by creating text 

classifiers using WangchanBERTa, a Pre-trained Thai Language Model, along with other popular traditional 

ones and comparing their performance. All classifiers were fine-tuning and trained on the organization 

dataset. They were evaluated by four evaluation metrics: accuracy, precision, recall, and F1-scores. The 

experiment results showed that the WangchanBERTa model outperforms the baseline models with the 

highest accuracy of 76%. It can also be applied for Thai government organizations to classify types of 

Thai official letters.
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1. Introduction 

 Text classification is a crucial aspect of 

natural language processing. It is a procedure  

designed to arrange or classify documents for easier  

administration, retrieval, or data analysis. Initially, 

the Rule-Based method was founded on human-

defined language rules. The benefit is that the  

dataset is not necessary, but it is restricted to  

learning the structure of the human-defined  

language [1], which is problematic when processing 

non-syntax text and bigger volumes of data. 

 In the past decade, there has been a shift  

toward categorization applications that use machine 

learning methods. Machine learning is the process of 

creating applications that acquire and enhance their 

knowledge based on the data they encounter. This 

knowledge can then be reused as an experience, 

which increases the efficiency of working with new 

data that have never been seen [2]. Machine learn-

ing was statistic-based and could learn language  

patterns with greater flexibility and precision [3]. 

Classic Machine learning technics work well in 

document classification. A linear model (Logistic 

Regression; LR), Kernel (Support Vector Machines; 

SVM), distance functions (K Nearest Neighbors; 

KNN), or employing probability principles (Naive 

Bayes; NB) are all widespread and form strong  

results concerning the model as mentioned above. 

The preceding methods have been utilized in the 

official documentation. For instance, NB, KNN, and 

SVM have been employed to categorize the World  

Intellectual Property Organization (WIPO) dataset 

[4], [5]. 

 In document classification, deep learning, 

a specialized subset of machine learning, was  

recently developed. This is because, when taught 

with big data, it is more accurate than traditional 

methods [6]. In addition, it decreases the human 

work required for feature engineering by automating 

the process and making the models transferable 

across different tasks. Pre-trained models are the 

new standard for high-performance NLP tasks and 

they are deep learning models that turn existing 

information into new models by training on large 

datasets with varying contexts. Bidirectional Encoder 

Representations from Transformers (BERT) is an NLP 

model designed to pre-train deep bidirectional 

representations from unlabeled text and it could 

be fine-tuned using labeled text for different NLP 

tasks [7]

 The BERT-based model is used, such as, in 

patent classification using a large dataset [8]. To 

use the BERT-based model to train for building 

a model that is especially learning Thai text and 

has been presented WangchanBERTa by Thai  

researchers. WangchanBERTa is a Pre-trained 

Thai Language Model that uses the transformer  

architecture of BERT. This model was trained 

with a total data size of 78 GB of data collected 

from various domain domains such as social 

media posts, news articles, and other publicly  

available datasets and applied Thai-specific 

message processing rules. The results from  

performance testing found that WangchanBERTa 

outperforms baseline models [9]. In addition, it 

was founded that research WangchanBERTa was 

used to analyze Thai sentiments from Twitter 

in Sentiment Classification. In addition, it was 

established that research led WangchanBERTa to 

examine Thai sensation from Twitter in sentiment 
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classification. The performance was compared  

to models generated from SVM and LR. The  

experiments demonstrate that the WangchanBERTa 

model outperforms both SVM and LR [10].

 This study aims to develop machine-learning 

models for classifying Thai official letters for use 

in LPRU as an alternative to human labor. The 

following Research Questions are addressed. First, 

what is the performance of traditional models 

for the classification of multi-class text? As a 

comparison baseline, we established Multinomial 

NB, Linear SVM, and LR as baseline models and 

conducted experiments on the dataset derived 

from our organization's documents. Second, does 

WangchanBERTa outperform conventional models 

in the classification of multi-class text? To facilitate 

comparison, we conduct the experiments on the 

same dataset as the baseline models. Finally, does 

the imbalanced dataset impact the effectiveness of 

WangchanBERTa? Thus, we experimented with use 

the same dataset to train two distinct models.

 The remainder of the paper is organized 

as follows. Section 2 outlines our study process 

by introducing our classification criteria, dataset,  

models, and Evaluation Metrics. The outcomes of 

our investigations are presented in Section 3, which 

will answer research questions. Conclusion and 

discussion of Section 4.

2. Materials and Methods

 This research defines an experiment by  

preparing a classed and labeled dataset. Then, we 

create a classifier to classify the test dataset using 

WangchanBERTa, a pre-trained Thai Language Model 

and evaluate the classifier's efficiency.

2.1 Document Classification Criteria 

 In this section, we described the types of  

documents that were classified, and the criteria 

utilized to classify them. First, the document dataset  

used for this study is classified as Thai Official  

Letter, which operates inside the LPRU's official  

communications. According to the Office of the 

Prime Minister's Regulation on Correspondence, 

B.E. 1983 [11], the official letter can be classified 

into eight distinct types. The Performance Appraisal  

workload will be assigned to teachers and employees  

according to the Performance Handbook. 

 The classification criteria are based on the 

nature of the work specified in each order, which 

can be subdivided into reference types according to 

the workload criteria announcement of LPRU. The 

eight reference types are an advisor to individual 

projects/student research, professional experience 

supervisors, arts and culture work, academic  

services, advisors for student groups/clubs, specific 

orders, central work orders, and administrative work. 

2.2 Dataset 

 We perform our experiments on the dataset 

as follows.

 2.2.1 Data Source

 The datasets are official letters-related  

organizational documents. There were 3,489 pieces 

obtained from the management information system 

of the Faculty of Science at Lampang Rajabhat 

University. All documents have been classified 

and labeled by the correspondent staff according 

to the workload requirements of the university. 

The datasets were cleaned by preprocessing and  

classified by humans into eight classes of orders: 
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(0) being an advisor to individual projects/student 

research, (1) professional experience supervisors, 

(2) arts and culture work, (3) academic services, (4) 

advisors for student groups/clubs, (5) specific orders, 

(6) central work orders, and (7) administrative orders 

the label is given 0-7. The datasets are organization 

documents based on the official letters domain. 

Which were collected from the management  

information system of the Faculty of Science,  

Lampang Rajabhat University consisting of 3,489 

pieces. All documents have been classified and 

labeled by the correspondent staff according to the 

workload requirements of the university. The official 

documents will have the same template; namely, 

the beginning of the document is the description 

of the order, the middle of the document is the list 

of directors, and the end is part of the authorized 

signatories. In examining order kinds, the beginning  

of the document will be primarily considered  

without regard to the rest; therefore, the beginning 

of the document is utilized to generate the data set.

 2.2.2 Data Exploration

 A pre-classified dataset of 8 classes after 

preprocessing and Exploratory Data Analysis (EDA) 

was performed. It found that each class had a total 

number of documents not equal for a total of 3,489 

messages, as shown in Figure 1.

 2.2.3 Data Cleaning

 Our data cleaning step was developed with 

Python® 3.9.12 and Pythainlp library [12]. The 

data preprocessing steps include symbol removal,  

number removal, English word removal, whitespace  

and tap removal, single character removal,  

stop-word removal, and checking spelling errors  

[13].

 2.2.4 Train-Test Split Evaluation

 The researchers divided the datasets for each 

class into two parts 80% training and 20% testing, 

as shown in Table 2.

Table 1: Number of datasets for training and testing 

in each class.
Label Dataset Label Dataset

0
train 739

4
train 122

val 185 val 30

1
train 525

5
train 241

val 131 val 61

2
train 136

6
train 507

val 34 val 127

3
train 367

7
train 154

val 92 val 38

 Figure 1 and Table 1 show that the amount of 

data for each class varies significantly. The weighted- 

average F1 score was chosen to evaluate the  

classifier's performance.

 2.2.5 Sampling method

 Figure 1 was founded that our dataset is 

imbalanced. Therefore, we sampled for the  

experiment using Stratified sampling and Imbalanced  

Figure 1: Class distribution of the dataset.
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Dataset Sampling. Stratified sampling is a technique 

used to obtain samples representing the population. 

It reduces selection bias by dividing the population 

into homogeneous subcategories called strata and 

randomly sampling data from each stratum Stratify. 

By the way, sampling will preserve the proportion of 

the train and test datasets as in the original dataset 

[14]. Imbalanced Dataset Sampling is a technique 

to rebalance the class distributions when sampling  

from an imbalanced dataset. It oversamples  

minority classes and undersamples majority classes. 

In experimenting with Baseline models, we use  

Stratified sampling to ensure that each class is 

evenly distributed across our train/test splits. In 

addition, to the model training WangchanBERTa, 

we random sampling for the experiment with both 

methods.

 The second method used ImbalancedDataset- 

Sampler, a PyTorch sampler, to compare the predictive  

performance of the WangchanBERTa-generated 

classifier

2.3 Text Classification Model

 We will now introduce how we build traditional 

models that we are comparing with WangchanBERTa 

and the details of the BERT and WangchanBERTa 

models.

 2.3.1 Traditional Machine Learning Models

 The model used in the experiment considered 

from research that model performs well in the multi-

class classification task [15]. Therefore, multinomial NB, 

Linear SVM, and Logistic regression were used as the  

baseline for the experiment with the following steps:

 2.3.1.1 Text feature extraction methods

 The three baselines have to learn from a set of 

features from the training data to produce output 

for the test data. In this study, We use Scikit-learn's 

CountVectorizer and Tfidftransformer to extract 

data features. First, we create a CountVectorizer 

to count the number of words in a collection of 

raw documents. Then, Tfidftransformer will use to 

compute the word counts, generate IDF values and 

then compute a set of TF-IDF scores.

 2.3.1.2 Hyperparameter Tuning 

 The hyperparameters used for fine-tuning the 

models are represented in Tables 2–4. For each 

model, we tune hyperparameters using grid search. 

The grid search method is exhaustive to find the 

optimal hyperparameters of a model, which results 

in the most accurate predictions. Its main idea is 

to create a hyper-parameter grid and try all their 

combinations. Then, the method will represent the 

score for the model by considering which one is 

best [16]. The models are trained according to the 

list, and their performance is evaluated. The best 

sets of hyperparameters were selected as chosen 

models. 

Table 2: Hyperparameter setting for Multinomial  

NB.
Hyperparameter Tuned Range

alpha [1e-2, 2e-2, 3e-2, 5e-2,]

fit_prior [True, False]

Table 3: Hyperparameter setting for Linear SVM.
Hyperparameter Tuned Range

alpha [1e-4,1e-3,1e-2,1e-1]

penalty ["l2", "l1", "none"]

random_state 42

max_iter 5
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Table 4: Hyperparameter setting for Logistic Regression.
Hyperparameter Tuned Range

C
[1e-3, 1e-2, 1e-1, 1, 10,

1e2,1e3,1e4, 1e5]

penalty ['l1', 'l2']

fit_intercept True

random_state 42

solver 'liblinear'

max_iter 100

 The configuring hyperparameters refer to the 

results of text classification experiments for the Thai 

language dataset [13]

 2.3.2 BERT

 BERT's model architecture is a multi-layer 

bidirectional Transformer encoder [5] based on 

the original implementation described in the work 

of Ashish Vaswani et al. [17]. Regarding the BERT 

model, there are two steps in its framework, includ-

ing pre-training and fine-tuning [5]. For pre-training, 

the model is trained on a large unlabeled corpus. 

For fine-tuning, the model is initialized with the 

pre-trained hyperparameter parameters, and all the 

parameters are fine-tuned using the labeled dataset 

for specific tasks.

 2.3.3 WangchanBERTa

 For the experiment, we employ WangchanBERTa  

by selecting wangchanberta-base-att-spm-uncased,  

a pre-trained deep learning language model 

trained with a 78.5 GB Thai data set that configures  

hyperparameters to cut subword-level tokenization  

using the SentencePiece library. Regarding  

hyperparameters setting for our specific tasks. 

Learning rates were obtained from the RoBERTa 

paper [18]. Sequence length is limited to 256 token 

sequences in their base configuration. Training data 

is fed to the model in batches of size 32 to prevent 

RAM overflow. For Warmup and Dropout, we set 

them as 0.1 as they are fine-tuned for multi-class 

sequence classification tasks[9]. Finally, the epoch 

number was set to 8 epochs. The hyperparameters 

are listed in Table 5. 

Table 5: Hyperparameters setting for WangchanBERTa.
Hyperparameter Tuned Range

Learning rate [1e-5,2e-5,3e-4,5e-5,7e-4]

Sequence length [64,128, 256]

Batch size 32

Epoch 8

Warmup 0.1

Dropout 0.1

2.4 Evaluation Metric

 We use performance metrics to evaluate our 

models, including accuracy, precision, recall, and 

F1-score. There are popularly used to measure 

multi-class classification. They are defined as follows 

[19].

  

 

 

 

 

 The accuracy is the number of correctly  

predicted documents out of all documents. The  

precision represents the fraction of correctly predicted  

documents among all the indicated documents for 

a given class. At the same time, the recall represents 
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the fraction of correctly predicted documents and 

all documents belonging to a given class. F1-score 

is the harmonic mean of the precision and recall. 

We used a weighted-average F-score because of 

using an imbalanced dataset in our experiment [20]. 

When each class's F1-score was obtained, the class's  

F1-score was weighted. The 'weight' essentially refers 

to the number of instances per class relative to the 

total number of cases [21].

 All four metrics were obtained TP, TN, FP, and 

FN. Where TP is the number of positive documents 

correctly predicted as positive, TN is the number 

of negative documents correctly predicted as un-

favorable. Moreover, FP is the number of negative 

documents incorrectly predicted as positive, and 

FN is the number of positive documents incorrectly 

predicted as unfavorable.

3. Results

 This section will answer the three research 

questions we assigned in the introduction. We build 

classifiers of baseline models and WangchanBerta, 

where each classifier has a different hyperparameter, 

as in section 2 then evaluated the performance of 

each classifier using four performance metrics from 

the same dataset, running on Google Colab in a GPU 

runtime environment. The experimental results are 

as follows:

Table 6: Hyperparameter setting for baseline  

models.
Models Optimal Values

MultinomialNB alpha = 2e-2, fit_prior =True

Linear SVM alpha = 1e-3, penalty = “l2”

Logistic regression c=1e5, penalty = “l2”

3.1 Performance of Baseline Models

 We train all classifiers on various hyperparameters  

to identify the ideal hyperparameter for our 

task. In Table 6, we report the results of tuning  

hyperparameters of each classifier with the grid 

search method. Table 7 details the ideal performance  

of baseline models at their best levels. Furthermore,  

the Multinomial NB earned 0.70 for accuracy,  

0.71 for precision, 0.70 for recall, and 0.69 for  

F1-Performance, the lowest score among the  

Traditional models. Additionally, logistic regression 

achieved an accuracy of 0.73, precision of 0.74, 

recall of 0.73, and F1-Score of 0.73. Linear SVM 

earned 0.75 for accuracy, 0.75 for precision, 0.75 for 

recall, and 0.75 for F1-Score. Linear SVM earned an 

accuracy of 0.75, precision of 0.75, recall of 0.75, 

and F1-Score of 0.75. The Linear SVM model gives 

the best performance with the highest score on 

four measures.

Table 7: Performance of baseline models.
Model A P R F1

MultinomialNB 70 71 70 69

Linear SVM 75 75 75 75

Logistic regression 73 74 73 73

3.2 Performance of WangchanBerta Models

 WangchanBerta Classifiers were trained with 

various learning rates and sequence lengths shown 

in Table 5, while performance was measured using a 

loss function and the weighted-average F1. This was 

checked after every training session. Figures 2 and 3  

show that the training loss rates of the classifiers 

in groups (a), (b), and (d) gradually decrease after 

the number of training epochs increases. It has the 
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same decline when considered together with the 

validation loss rate. While the classifiers in groups 

(c) and (e) had a smaller decrease in training loss, 

it shows that learning is not so good. Compared to 

the validation loss rate, the validation loss in groups 

(c) and (e) is flattened out and rises, indicating that 

the classifier starts overfitting.

 We further investigated the overfitting factor 

of the BERT model dropout [21]. Therefore, further 

experiments were performed for the classifiers in 

groups (c) and (e) to reduce overfitting by choosing 

a classifier. LR-7e-4-ML-128 and LR-3e-4-ML-256  

re-train by gradually adding a dropout rate from 10% 

by default to 50%. After training, it was found that 

the overfitting rate of classifiers (f) and (g) decreased 

from the original, as shown in Figure 5. However, the 

performance evaluation results not increased much 

from the original. Therefore, only the classifiers in 

groups (a), (b), and (d) were taken into consideration  

to select the one with the highest performance 

scores for comparison with the baseline classifiers.

 Figure 6 compares the training loss and validation  

loss of the best f1-score classifier, as depicted in 

Figure 4. The loss value decreased significantly 

during the first four epochs. It stabilized at epoch 

eight, with the training loss value being less than 

the validation loss value, indicating a tendency for 

the classifier to predict more accurately [22]. 

 To answer this topic, we take all the  

classifiers generated from WangchanBERTa and 

test their performance with evaluation metrics,  

respectively accuracy, precision, recall, and F1 score, 

then select the highest-rated classifier against the 

best classifiers from the baseline models.

Figure 2: Training loss for WanchanBERTa classifiers.  Figure 4: Performance of WanchanBERTa classifiers.

Figure 3:  Validation loss of WanchanBERTa classifiers.

Figure 5: Training and validation loss of classifiers  

on adding dropout rate to 50%.
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 Figure 7 shows the accuracy, precision,  

recall, and F1 score, a weighted average of the best 

classifiers of Multinomial NB, Linear SVM, Logistic  

Regression, and WanchanBERTa.

 WangchanBERTa scored accuracy 0.76,  

precision 0.77, recall 0.76, and F1-Score 0.76 as 

the best score. In conclusion, WangchanBERTa 

outperforms the traditional models on the task of 

multi-class text classification for this experiment.

3.3 Impact of the Imbalanced Dataset on the 

Performance of WangchanBERTa

 We experimented using a single classifier to 

train two datasets using different sampling methods.  

This is a separate case of stratified sampling, 

where the training dataset is distributed across all 

classes. Still, the dataset remains unbalanced and 

imbalanced dataset sampling using Imbalanced-

DatasetSampler [23], which gives a more balanced 

data set. Then train the classifier and compare the 

performance.

 Figure 8 shows the prediction result of the 

classifier "LR-2e-5-ML-128" where (a) it is the result 

of the classifier trained with Stratified sampling and 

(b) it is the same classifier trained with stratified 

sampling. Randomized dataset with Imbalanced 

Dataset sampling.

 In the confusion matrix (a), we see that the 

minority classes [2, 4, 7], which have fewer samples 

[136,122, 154] respectively, are, indeed, having  

significantly fewer scores [0.03, 0.40, 0.26] as  

compared to the classes with the higher number  

of samples like [0,1,5,6]. When training with  

Imbalanced Dataset sampling, the result (b) was 

better, with minority classes 2, 4, and 7 having  

correct prediction rates must increase from (a) [0.29, 

0.47, 0.42], indicating that the imbalanced dataset 

affects the performance of wangchanBERTa

Figure 6: Training and validation loss for LR-2e-5-M-128.

Figure 7: Comparison of Multinomial NB, Linear SVM,  

Logistic Regression, and WangchanBERTa.

Figure 8: Confusion matrix for the LR-2e-5-ML-128  

predictions.
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4. Discussion and Conclusion

 In this study, we provided the wangchanBERTa  

pre-trained model and the traditional NLP models  

to develop classifiers, and we refined it for  

multi-class text classification in order to classify our 

organization's documents according to pre-defined 

categories. We have introduced four different  

models where we have shown their performances and 

found that the BERT-based model outperforms the  

others. Although implementing wangchanBERTa, 

they were found to perform better than baseline 

models but were limited in learning unbalanced 

datasets. Moreover, to get better results based 

on such limitations without increasing the amount 

of data for training, we can improve the model's 

efficiency by rebalancing imbalanced dataset  

techniques. Furthermore, to get better results based 

on such limitations without increasing the amount 

of data for training, we can improve the model's 

efficiency by rebalancing imbalanced dataset  

techniques. For future work, we would like to  

optimize the model's learning by searching for other 

sampling methods that may improve the model's 

performance. Furthermore, the model can be  

enhanced by employing the Active Learning  

technique that enables models to learn better 

with fewer data and utilizing the data set selection 

process for training the model to determine if it can 

be optimized for the model in our task.
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